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Abstract

This paper empirically investigates the volatility of the Chilean pegged exchange 

rate regime using a target zone model. Using the ARCH model, this paper tests the 

exchange rate volatility in the presence of different levels of foreign reserves and other 

macro shocks. It is found that the domestic credit, domestic debt, and foreign debt have 
the largest volatility of the variables tested when compared with other fundamental 

variables. The variance of the exchange rate is heteroskedastic but not persistent, which 
implies that the exchange rate was stable, probably moving within the band. The 

exchange rate volatility fluctuates more with domestic and foreign debt than with the 

other variables tested.

Resum en

El documento realiza una investigación empírica sobre la volatilidad del régimen 

cambiario chileno (pegged exchange rate regime). utilizando un modelo de Zonas 

Objetivo. Mediante el uso del modelo ARCH, el documento realiza pruebas sobre la 

volatilidad del tipo de cambio en presencia de diferentes niveles de reservas interna

cionales y otros shocks macroeconómicos. Los resultados muestran que el crédito 

doméstico, la deuda interna y la deuda externa tienen el mayor impacto sobre la vola-
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tilidad de las variables estudiadas, especialmente cuando se comparan con otras varia- 

bles fundamentales. La varianza del tipo de cambio es heterosedástica pero no es per- 

sistence. lo que implica que la tasa de cambio es estable. probablemente cuando oscila 

entre dos bandas. La volatilidad del tipo de cambio fluctúa en mayor medida ante cam- 

bios en la deuda interna y externa, que con las otras variables utilizadas.

1. Introduction

The exchange rate has been used by many countries as a tool to control inflation, 

promote economic growth  increase the balance of payments, and attract foreign 
investment. There are three different types of exchange rate regimes: floating, pegged 

(fixed, but adjustable), and fixed In this paper, we will deal with the last two types of 

exchange rates, pegged moving within a band, and fixed. Industrialized countries 

mainly use floating exchange rates. A number of developing countries use the pegged 

exchange rate, and only a few countries use the fixed exchange rate regime.

In a pegged exchange rate system, the central bank sets target bands where the 

exchange rate can fluctuate. The central bank, through monetary interventions, makes 
sure the exchange rate does not exceed pre-established limits. Pegged exchange rates 

are favored by most developing countries. In the last decade, we have seen a large 
number of countries using the pegged system for their exchange rate regime. It has 

been used as the means to manage the instability of their currencies and their level of 
inflation generated by the uncertainties and constant devaluation. European countries 

were one of the first to introduce the pegged exchange rate system, followed by several 

Asian countries such as Indonesia and Thailand. Since the beginning of the 1980s. most 

Latin American countries have introduced the pegged system as a means to control 

exchange rate fluctuations.

This paper examines volatility of the exchange rate on an emerging market like 

Chile. The target zone models used previously for European countries are applied to 

Chile and test if the target zone implications are observed It analyzes the performance 

of the pegged exchange rate in emerging market countries.

The model studies the effects that foreign reserves and the rate of foreign reserve 

changes can have in the exchange rate. Different levels of foreign reserve demand are
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tested to examine if increasing the level of reserves reduces the level of exchange rate 

fluctuation (see Graph 1).

Graph 1: The Effect of Reserves and other
fundamentals on the Exchange rate Fluctuation

s(t) = f(t) + aEds(t)/d(t)
f(t) = several fundamental variables such as the foreign reserve,

domestic and foreign interest rate, terms of trade, and so forth.

R = Foreign reserves. s(t) = exchange rate, f(t) = fundamental,

DC = domestic credit

2. The Target Zone of Exchange Rate

The standard exchange rate target zone work began with Krugman (1991) and has 

become the starting point for almost all the research that followed. Despite the fact that 

in the early 1980s the European countries introduced their pegged exchange rate 
system, which allowed the exchange rates to move inside of bands (called target zone), 

there was no model that could represent the dynamics of the pegged exchange rate 
before Krugman. Although many emerging market countries have been using pegged 

exchange rates, which are similar to the target zone system, there is no research on 
studying the exchange rate target zone in those countries.

The target zone model started from the presumption that the exchange rate, like any 

other asset price, depends on both current fundamentals and expectations of future
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where u and <J> are constants and dz is the increment of a standard Wiener process.

As an example, for a given level of the current fundamentals, a higher future 

expected exchange rate (a lower expected future value of the domestic currency) 

implies a higher exchange rate (a lower value of the domestic currency) today. 

Conventionally, the exchange rate is defined as the domestic price of the foreign 
currency, which is the number of domestic currency units per foreign currency unit. 

Therefore, the exchange rate and value of the domestic currency are inversely related.

The standard target zone model has two crucial assumptions First, the exchange 

rate target zone is perfectly credible, i.e.. market agents believe that the central bank 

will maintain the exchange rate within the specified band. Second, the target zone will 
be defended with marginal interventions only. That is. the money supply is held 

constant and no interventions occur at all as long as the exchange rate is in the interior 
of the exchange rate band When the exchange rate reaches the weak edge of the band, 

the money supply is reduced to prevent the currency from weakening further, and vice 
versa when the exchange rate reaches the strong edge of the band
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where s is the log of the price of foreign exchange, given by how many domestic 

currency units are needed to buy one foreign currency unit, m is the log of the money 

supply. V is an exogenous shock term incorporating several macroeconomic variables 

such as shifts in income, velocity, terms of trade, domestic debt. etc. a is a positive 

coefficient interpreted as interest semi-elasticity of money demand, and the last term. 

Eds/dt, captures the effect of expected change in the exchange rate Usually referred to 

as velocity in target zone literature, the exogenous shock term, v(t), is assumed to follow 

a random walk with drift:

values of the exchange rate. According to Krugman (1991), in a target zone regime, the 

exchange rate at any point in time is determined by.
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3. Chile’s Target Zone

This paper empirically investigates the credibility of the Chilean pegged exchange 

rate regime using the target zone model implications. The target zone theory has only 
been tested using data from European countries. However, several countries from Latin 

America and Asia have also used target bands similar to the bands established 
previously by the European Monetary System.

Chile is a good case because has been using the pegged exchange rate since 1979. 

In 1985, the Chilean government introduced a nominal exchange rate system 

characterized by a crawling band similar to the previous European target bands. Table 

1 shows the different periods and band width during fourteen years.

Table 1
Target Zone Bands for Chile

•This table presents the upper and lower bands of the exchange rate target zones for Chile between 1985- 
1997. The band width was tabulated from information provided by Bosworth. Dornbush, and Laban, in their 

book “The Chilean Econom y" From 1979 to  1983 the exchange rate was fixed In 1985, with the purpose to 
maintain the international competitiveness of exports. Chile adopted  a crawling band (target zone) system, 

allowing the exchange rate to  move within the bands. By late 1989, the central bank decided to increase the 
width of the bond to  ± 5 percent after inflation had climbed to 30 percent, imports had grown at 35 percent, 

and the GDP had grown a t 10 percent. By the end of January 1992, a  rapid accum ulation in foreign reserves 
put pressure on the exchange rate, moving it to  the floor of the band. The central bank decided to 

counterattack the domestic exchange rate appreciation by increasing the band from ± 5 to  ±10.

During the second period, the band width increased at the end of June 1989 from 

± 3 to ± 5. This was the result of economic overheating. During this second period, 

the inflation climbed to 30 percent, imports grew at 35 percent, and the GDP grew at 

10 percent. The central bank decided to expand the band by two percent points and 

increased the interest rate close to 3 percentage points, from 6.9 percent to 9.7 percent. 

By the end of January 1992, a rapid accumulation in international reserves put 

increasing pressure on the exchange rate, moving it to the floor of the band. The central
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bank decided to counterattack the domestic exchange rate appreciation by increasing 

the band from ± 5 to ± 10 percent.

4. Methodology

In this paper, we test exchange rate volatility. In a target zone scenario, testing 

volatility is crucial. According to basic target zone literature, the volatility of the 

exchange rate diminishes when it gets closer to the bands. The second generation of 

target zone models asserts that the volatility of the exchange rate increases when it 

approaches the upper band, since speculators believe the monetary authority 

intervention is not credible. The zero target zone implies that the volatility diminishes 

and the intervention is credible Following Engle (1982), we use the ARCH 

(Autoregressive Conditional Heteroskedasticity) procedure to test an exchange rate 

model and to identify the determinants of exchange rate volatility.

5. Data

This chapter uses monthly data from Chile for January 1979 to November 1997. The 

data used consists of foreign reserves, credit from the central bank, domestic reserves, 

imports, exports, claims on the government, GDP, foreign liabilities, domestic interest 

rate, and foreign interest rate. Using the above variables, several composite variables are 

created, such as the reserve ratio, terms of trade, domestic debt, and international debt. 

The reserve ratio is given by the foreign reserve and domestic credit ratio. Terms of 

trade is the ratio of exports and imports, and the domestic debt and international debt 

are given by the claims on government divided by GDP and international liabilities 

divided by GDP, respectively The lending rate was used for domestic interest rate and 

the U.S. Treasury Bill for the foreign interest rate These data were taken mainly from 

the IFS CD-ROM The GDP was taken from the Chilean central bank published through 

the Internet. The data used is converted to natural logs. Table 2 presents the statistics 

of these variables.
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Table 2
Statistics lor several macro variables (or Chile

• the foreign reserves are given in units o f U.S. dollars, all other variables are in units of Chilean Pesos 

•• All variables are in logs
Sample Period: monthly d a ta  from January 1979 to November 1997.

6. Using ARCH to Exam ine the Exchange Rate Volatility

The analysis of volatility is essential in the study of target zones and other monetary 

systems. The basic target zone assumes that the volatility diminishes when the 

exchange rate approaches the bands. The second generation of target zones assumes 

that the exchange rate volatility is time variant, causing the target band to expand or 

the exchange rate to realign to a new central parity. The zero target zone or currency 

board assumes that the volatility is low or nearly constant. Most of the papers in the 

target zone literature have concentrated on the testing for realignments and the 

devaluation risk, most notably Delgado and Dumas (1993). Svensson (1991). and
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Werner (1995). In this section, we concentrate on testing the volatility of the exchange 

rate and the main components that influence its volatility. We want to determine if the 

exchange rate has a constant or homoskedastic conditional variance, or if the variance 

is time variant or heteroskedastic If the variance is constant, it means there is a linear 

relationship between the exchange rate and other fundamental variables. 

Heteroskedastic variance will imply a non-linear relationship between the exchange 

rate and other fundamental variables.

To test for volatility, we use the ARCH model. Engle (1982) developed the ARCH 

model as a tool to test for volatility. The model consists of two steps. The first step is to 

find if there is an ARCH effect, if the data follows an ARCH process. If such effect exists, 

then the parameter estimations are found and used to obtain the volatility of the 

variables. We also examine what variables have a stronger effect inferring the existence 

of time variant variance.

The standard ARCH regression model can be written as:
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where Xt are the observable variables, and Yt-1 is used to test for stationarity. The 

marginal distribution will reveal if the yt (exchange rate in our case) volatility is reduced 

when it approaches same specified target If εt exhibits fatter tails than normal, it 

indicates that there is concentration of the marginal distribution of the exchange rate 

near the bands and reduced volatility, and consequently a non-linear distribution 

between the exchange rate and the observable variables. Xt  The fatter tails can also 

indicate that the distribution of the exchange rate is U-shaped.

Engle (1982) proposes a test for the existence of the ARCH effect. it there is no 

ARCH effect, the regression will have little explanatory power, so the coefficient of 

determination (i.e., the usual R2 statistics) will be quite low. With a sample of T 

residuals, under the null hypothesis of no ARCH effect, the test statistic TR2 from 

maximum likelihood estimation converges to chi-square distribution. If TR2 is 

sufficiently large, then we can reject the null hypothesis of no ARCH effect. On the other 

hand, if TR2 is sufficiently low. then we can conclude no ARCH effect. The lack of ARCH 

effect denotes that the variance is not time variant and that the variance may be
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In order to have a positive variance, we need to restrict α0 and a α to be positive; 

and to have a stable variance, we need 0 < α1, < 1 The parameter α1 is important 

because it shows if the volatility is persistent. If the value of αi, is closer to 1. it will imply 
that the volatility is persistent, that the exchange rate might not have been mean 

reverting and it might move outside from the pre-established bands. In such case, 

realignment or devaluation will be necessary, or the bandwidth may be increased to
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homoskedastic. Having a constant variance helps us to predict that the error term of the 

variables may be white noise and the relationship of the variables is linear. Following 

standard ARCH regression presented on (3). the ARCH regression for the exchange rate 

can be written as:

Although εt is white noise, successive values are not independent because they are 

related with past values through higher moments. If we want to forecast one step ahead 

for the conditional mean and conditional variance, then we have:

where the exchange rate. St* depends on the past values of the exchange rate, St-1  
reserve ratio, Rt/DCt. the ratio between exports and imports or terms of trade. To Tt. 

domestic debt. DDt . international debt. IDt, and the error term εt. St is stationary when 

St-1 is less than one. Allowing the variance to depend upon the information available 

by the exogenous variables, and assuming conditional normality, we can specify the 
evolution of St as:
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cover the new exchange rate. On the other hand, if αi is small (i .e. closer to zero), it will 

suggest that even though the conditional variance is heteroskedastic. it is not persistent 

and the exchange rate may move back to its mean. A small αi will also suggest that the 

small volatility may be the response caused by a small shock or intervention. If αi is 

equal to zero, the estimated variance. ht. is the constant α0. Otherwise, the conditional 

variance of St evolves according to αi If α i(εt + 1)2 is large, the variance of εt will be 

large So, if the variance is conditional heteroskedastic. this implies that the exchange 

rate follows an ARCH process. In that case, we can capture periods of tranquility and 

volatility in the exchange rate.

7. Empirical Evidence

We ran a maximum likelihood estimation to estimate the coefficients of the 

exchange rate, and the parameters α0 and α i, to obtain the ARCH variance. The value 
assigned to α0 is obtained from the variance of the residuals estimated from the OLS 

regression, and to αi was assigned 0 05 (a small number). The Lagrange multiplier test 
for ARCH(l). ARCH(2). and ARCH(3) were not significant, but the test for ARCH(4) 

yielded significant values. The following estimations are obtained.
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where the values in parentheses are the p-values. The coefficient for the lagged 

exchange rate is positive and less than one. which implies stationarity. The positive 

point estimates support the ARCH assumptions, and the value of α i = 0.0211 suggests 

that volatility is not persistent, but rather it is a small heteroskedastic variance. This 

finding tells us that the exchange rate volatility was small for Chile's data.

"Table 3 shows that the ARCH effects are given by the reserve ratio, domestic debt, 

and international debt.
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Table 3
Exchange Rate Volatility under a Target Zone

Tftts table shows the ARCH Effect for the Exchange Rate. A maximum likelihood estimation is used to 

estimate α0 and α1 parameters. α0 is originally assigned the variance of the residuals estimated 
from the OLS regression and α1 is assigned an initial value of 0.05. Following Engle (1982). an LM test is 

used to find if an ARCH effect exist The test statistic is TR' which is tested as Chi-Square (4). The Chi- 

Square (4) values are provided in the second column with their p-values. The third column shows the 
values for St-4 if less than one it implies stationary. α0 and α1 are coefficients of the variance. h t 

such that (α0 > 0. and 0 < α1 < 1 If α1 is closer to 1. it implies the volatility is persistent (not mean 
reverting) if α1 is small (i.e. close to zero), it implies the variance, although heteroskedastic. is not 

persistent, and exchange rate may move back to its mean. If α is zero, it means the variance is 

constant, equal to α0

For example, we can observe that the ARCH (4) effect test for the reserve ratio is of 

9.6620 with a p-value of 0.04465. α0 is 0.001023. α1 is 0.0523. and St-4 is 0.987. 
implying stationarity. We can observe that the variances of these variables are very low. 

suggesting a low impact on the exchange rate volatility. When the exchange rate with a 

lag of four was ran against the foreign debt, the value of the coefficient is greater than 

one, i.e.. St.4 = 1.006. suggesting non-stationarity Also, the value of the constant is 

negative, i.e.. α1 = -4.733e-10. which violates the positive restriction for the ARCH 

coefficient. These results indicate that the volatility of the exchange rate is influenced
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Findings. ht = 0.00132 + 0.021 (ε t-4) 2. where αi = 0.021 suggests volatility is heteroskedastic. but not 
persistent In the presence of reserve ratio, terms of trade, domestic debt, and foreign debt Foreign 
debt suggests non-stationary values, and negative constant. i.e. α 0 = -4.733e-10. Volatility of the 

exchange rate is influenced by reserve ratio, domestic debt, and terms of trade
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by the reserve ratio, domestic debt, and terms of trade. A reduction of domestic debt 

and an increase of the foreign reserve will reduce the exchange rate volatility.

8. Conclusion

We examine the effects of foreign reserves and other fundamental variables on the 

exchange rate volacility. We found that the domestic credit, domestic debt, and foreign 

debt have the largest volatility of the variables tested when compared with other 

fundamental variables. The volatility of the exchange rate was tested using the ARCH 

model. We found that the variance of the exchange rate is heteroskedastic. but not 

persistent, which implies that the exchange rate was stable, probably moving within the 

band. The exchange rate volatility fluctuates more with domestic and foreign debt than 
with the other variables tested.
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